Semester – VI

BMH-364 Opt (i) Optimization

Note: -
The examiner is requested to set nine questions in all, selecting two questions from each section and one compulsory question consisting of five parts distributed over all the four sections. Candidates are required to attempt five questions, selecting at least one question from each section and the compulsory question.

SECTION-I
Functions of random variables: sum of random variables, the law of large numbers and central limit theorem, the approximation of distributions. Uncertainly, information and entropy, conditional entropy, solution of certain logical problems by calculating information.

SECTION-II
The linear programming problem. Problem formulation. Linear programming in matrix notation. Graphical solution of linear programming problems. 

SECTION-III
Some basic properties of convex sets, convex functions and concave functions. Theory and application of the simplex method of solution of a linear programming problem.

SECTION-IV
Charne’s M-technique. The two phase method. Principle of duality in linear programming problem. Fundamental duality theorem. Simple problems. The transportation and Assignment problems.

REFERENCES:

1. A.M. Yagolam and I.M.Yagolam, Probability and Information, Hindustan Publishing  

    Corporation, Delhi, 1983.

2. Mokhtar S.Bazaraa, John J. Jarvis and Hanif D. Shirali, Linear Programming and 

    Network flows, John Wiley & Sons, 1990.

3. G. Hadley, Linear Proramming, Narosa Publishing House, 1995.

4. S.I. Gass, Linear Programming: Methods and Applications (4th Edition) Mc Graw-Hill, 

    New York, 1975. Kanti Swaroop, P.K. Gupta and Manmohan, Operations Research, 

    Sultan Chand and sons, New Delhi, 1998.

Semester - VI
BMH 364 opt. (ii) Riemannian Geometry




  



Maximum Marks 45+ 5=50

Time : 3 Hours
Note: -The examiner is requested to set nine questions in all, selecting two questions from each section and one compulsory question consisting of five parts distributed over all the four sections. Candidates are required to attempt five questions, selecting at least one question from each section and the compulsory question.

Section – I

Summalian convention, Riemannia metric; Fundamental Tensor, Associate covariant and contravariant vectors, Principal directions for a symmetric covariant tensor of the record order.

Section – II

The clrisstoffe symbols, covariant derivation of a covariant vector and contravariant vector, covariant derivative of a Tensors, covariant differentiation of sums and products.

Section – III

Curvature of a curve, Geodesics, Differential equation of geodesics, geodesics coordinate, geodesics form of the linear element, geodesics in Euclideon space. Substance of a Riemannian manifold.

Section – IV

Rice, co-efficient of rotation, Geodesic congruences, curvature Tensor, identity of Bianchi.

RECOMMENDED BOOKS :

Relevant portion of chapter I-VI of Book : C.E. Weatherburn and the Tensor Calculus, Radha Publication Hosue, Calcutta.

REFERENCES :

J.A. Thorpe, Introduction to Differential Geometry, springer-verlag.

B.O’ Neill. Elementary Differential Geometry, Academic Press, 1966. S.St.

Semester – VI

BMH 364 opt. (iii) Discrete Mathematics - II

Maximum Marks 45+ 5=50

 Time: 3 Hours
Section – I

Graphs, Finite, Infinite and simple graphs. Incident vertices and edges. Degree of a vertex. Isolated and pendent vertices. Isomorphism of graphs. Subgraphs, walks, paths and circuits in graphs connected and disconnected graphs. Components of a disconnected graph. Euler and Hamiltonkan circuits and graphs. Konisberg senan bridges problem. Travelling salesman problem. Trees Pendent vertices in a tree, Roited and binary tree. Spanning trees Rank and of a graph. Fundamental circuits.

Section – II

Cut sets. Fundamental cut sets. Fundamental circuits and cut sets. Connectivity Planar graphs. Kurtowski first and second graph. Euler formula on planar graphs Adjacency matrix of a graph and its properties.

Section – III

Computability and formal languages. Russell paradox and none computability. Ordered sets languages. Phrase structure grammars, type of Grammers and languages. Finite state machines. Infinite and output strings. Equivalence of finite state machines. Type – 1, Type – 2, Type – 3 grammar

Section – IV

Finite state, automata finite state, acceptor and their construction under a given condition. Non-deterministic finite state automation. The equivalence of DFSA and NDFSA. Moore machine and mealy machines and their equivalence, Turing machine. Regular grammar andfinite state automation. 

Semester – VI

BMH 364 opt. (iv) Hydrostatics

Maximum Marks 45+ 5=50

 Time : 3 Hours
Note: -The examiner is requested to set nine questions in all, selecting two questions from each section and one compulsory question consisting of five parts distributed over all the four sections. Candidates are required to attempt five questions, selecting at least one question from each section and the compulsory question.

Section – I

Pressure equation. Condition of equilibrium. Lines of force. Homogeneous and Heterogeneous fluids. Elastic fluids. Surface of equal pressure.

Section – II

Fluid at rest under action of gravity. Rotating fluids. Fluid pressure on plane surfaces. Centre of pressure. Resultant pressure on curved surfaces.

Section – III

Equilibrium of floating bodies. Curves of buoyancy. Surface of buoyancy. Stability of equilibrium of floating bodies. Meta center.

Section – IV

Work done in producing a displacement. Vessel containing liquid. Gas Laws. Mixture of gases. Internal energy. Adiabatic expansion. Work done in compressing a gas. Isothermal atmosphere. Connective Equilibrium.

REFERENCES :

1. W.H. Besant and A.S. Ramsey, A Treatise on Hydromechanics, ELBS and G.Bell and Sons Ltd., London.

   Semester – VI

Maximum Marks 45+5=50

  







   Time: 3 Hours

BMH 364 opt. (v) Mathematical Modelling – II

Note: -
The examiner is requested to set nine questions in all, selecting two questions from each section and one compulsory question consisting of five parts distributed over all the four sections. Candidates are required to attempt five questions, selecting at least one question from each section and the compulsory question.

Section – I

Mathematical modeling, through partial differential equation: PDE models, Mass-Balance equation, variational/principles, Probability generating function, model for traffic flow, nature & Boundary conditions.

Section – II

Mathematical modeling through graphs : Modeling through graphs, Mathematical models in terms of Directed graphs, signed graphs, weighted Digraph and un-oriented graphs.

Section – III

Mathematical modeling through functional, integral equations, calculus of variations and dynamic programming (Optimization principles and Techniques).

Section – IV

Mathematical modeling through mathematical programming (linear and non-linear), maximum principle and maximum entropy principle.

Books Recommended:

Relevant book of the chapter (6)-(10) of Book J.N. Kapur, Mathematical Modelling, Wiley Eastern Ltd., 1990

Semester – VI

BMH 364 opt. (vi) Combinatorial Number Theory

Maximum Marks : 45+5 = 50

Time : 3 Hours

Note :- The examiner is requested to set ten questions in all, selecting two questions from each section and one compulsory question consisting of five parts distributed over all the four sections. Candidates are required to attempt five questions, selecting at least one question from each section and the compulsory question.

SECTION – I

Functions of random variables: sum of random variables, the law of large numbers and central limit theorem, the approximation of distributions. Uncertainly, information and entropy, conditional entropy, solution of certain logical problems by calculating information.

SECTION – II

The linear programming problem. Problem formulation. Linear programming in matrix notation. Graphical solution of linear programming problems.

SECTION – III

Some basic properties of convex sets, convex functions and concave functions. Theory and application of the simplex method of solution of a linear programming problem.

SECTION – IV

Charne’s M-technique. The two phase method. Principle of duality in linear programming problem. Fundamental duality theorem. Simple problems. The transportation and Assignment problems.

REFERENCES :

1. A.M. Yagolam and I.M. Yagolam, Probability and Information, Hindustan Publishing Corporation, Delhi, 1983.

2. Mokhtar S. Bazaraa, John J. Jarvis and Hanif D. Shirali, Linear Programming and Network flows, John Wiley & Sons, 1990.

3. G.Hadley, Linear Programming, Narosa Publishing House, 1995.

4. S.I. Gass, Linear Programming: Methods and Applications (4th Edition) Mc Graw-Hill, New York, 1975. Kanti Swaroop, P.K. Gupta and Manmohan, Operations Research, Sultan Chand and sons, New Delhi, 1998.

 Semester -VI
BMH 364 opt. (vii) Applications of Mathematics in Insurance






Maximum Marks 45+5=50




Time : 3 Hours

Note: -
The examiner is requested to set nine questions in all, selecting two questions from each section and one compulsory question consisting of five parts distributed over all the four sections. Candidates are required to attempt five questions, selecting at least one question from each section and the compulsory question.

SECTION-I
Insurance Fundamentals-Insurance defined. Meaning of Loss. Chances of Loss, peril, hazard and proximate cause in insurance. Costs and benefits of insurance to the society and branches of insurance-life insurance and various types of general insurance. Insurable loss exposures feature of a loss i.e. ideal for insurance. 

 SECTION-II 
Life Insurance Mathematics-Construction of Mortality Tables. Computation of premium of Life Insurance for a fixed duration and for the whole life.

SECTION-III
Determination of claims for General Insurance-Using Poisson Distibution and Negative Binomial Distribution-the Polya Case.

SECTION-IV 
Determination of the amount of Claims in General Insurance-Compound Aggregate claim model and its properties and claims of re-insurance. Calculation of a compound density function. F-Recursive and approximate formulae for F.

REFERENCES:

1. Mark S. Dorman, Introduction to Risk Management and Insurance, Prentice Hall, Englwood Cliffs, New Jersey.

2. C.D. Daykin, T.Pentikainen and M.Pesonam, Practical Risk Theory for Actuaries, Chapman and Hall.

Semester – VI

BMH 364 opt. (viii) Principles of Computer Science-II

Maximum Marks 30+3+17=50

  

Time : 3 Hours

Note: -
The examiner is requested to set nine questions in all, selecting two questions from each section and one compulsory question consisting of five parts distributed over all the four sections. Candidates are required to attempt five questions, selecting at least one question from each section and the compulsory question.

SECTION-I
Programming languages-Historical Perspective. Traditional Programming Concepts, Program Units. Language Implementation. Parallel Computing. Declarative Computing. Software Engineering- The Software Engineering Discipline. The Software Life Cycle. Modularity.

SECTION-II
Development Tools and Techniques. Documentation. Software Ownership and Liability. Data Structures-Array. Lists. Stacks. Queues. Trees. Customised Data Types. Object Oriented Programming. File Structure-Sequential Files, Text Files.

SECTION-III
Data Base Structure- General issues. The Layered Approach to Data Base Implementation. The Relational Model. Object-Oriented Data Base. Maintaining Data base Integrity. E-R Models.

SECTION-IV
Artificial Intelligence-Some Philosophical Issues. Image Analysis. Reasoning. Control System Activities. Using Heuristics. Artificial Neural Networks. Applications of Artificial Intelligence. Theory of Computation-Turing machines.

REFERENCES:

1. J.Glen Brookshear, Computer Science: An Overview, Addition Wesley.

2. Stanely B.Lippman, Josee Lojoie, C++ Primer (3rd Edition), Addison-Wesley.

Semester - VI
BMH 364 opt. (ix) Computational Mathematics Laboratory-II







  


Maximum Marks 25+25=50

Time : 3 Hours

 Note: -
The examiner is requested to set nine questions in all, selecting two questions from each section and one compulsory question consisting of five parts distributed over all the four sections. Candidates are required to attempt five questions, selecting at least one question from each section and the compulsory question.

The student is expected to familiarize himself/herself with popular softwares for numerical computation and optimization. Real life problems requiring knowledge of numerical algorithms for linear and non-linear algebraic equations, Eigen value problems, Finite Difference Methods, Inter-polation, Differentiation, Integration Ordinary differential equations etc. should be attempted. Capabilities to deal with linear, integer and non-linear optimization problems need to be developed. The objective of such a laboratory is to equip students to model and stimulate large-scale systems using optimization modeling languages (the concerned teacher is expected to provide the necessary theoretical background before the student does the corresponding practical). To this end softwares like MATLAB and LINDO.

SECTION-I 
Non-linear equations and optimization functions. Differential equations.

SECTION-II 
2-D Graphics and 3-D Graphics-general purpose graphics functions, color maps and color controls.

SECTION-III 
Examples: Number theory, Picture of an FFT, Function of a Complex variable, Chaotic Motion in 3-D.

SECTION-IV   
Linear Programming, Integer Programming and Quadratic Programming-Modeling and simulation techniques.

REFERENCES :

1. MATLAB- High performance numeric computation and visualization software: User’s guide.

2. MATHEMATICA-Stephen Wolfram, Cambridge.

3. Introduction to operations research, F.S. Hiller and G.J. Liberman.

4. Optimization modeling with LINDO: Linus Scharge.
