	SCHEME OF EXAMINATION FOR MASTER OF SCIENCE (COMPUTER SCIENCE (SOFTWARE)) 

w. e. f. Academic Session 2017-18 (CHOICE BASED CREDIT SYSTEM ( CBCS))

	Paper Code
	Nomenclature of Paper
	Credits
	Exam Time

(hrs.)
	External Marks
	Internal Marks
	Total Marks

	
	
	
	
	Max
	Pass
	
	Max
	Pass

	3rd SEMESTER

	MS-16-31

	OBJECT ORIENTED ANALYSIS AND DESIGN USING UML
	4
	3
	75
	30
	25
	100
	40

	MS-16-32
	ADVANCED DATABASE SYSTEMS

	4
	3
	75
	30
	25
	100
	40

	MS-16-33
	COMPUTER NETWORKS


	4
	3
	75
	30
	25
	100
	40

	MS-16-34
	MOBILE APPLICATION DEVELOPMENT

	4
	3
	75
	30
	25
	100
	40

	MS-16-35
	S/W LAB – V BASED ON MS-16-32
	2.5
	3
	75
	30
	25
	100
	40

	MS-16-36
	S/W LAB – VI BASED ON MS-16-34
	2.5
	3
	75
	30
	25
	100
	40

	MS-16-37
	SEMINAR
	1
	1/2
	
	
	50
	50
	20

	OE
	OPEN ELECTIVE (Students has to select a paper from other department(s) of Faculty of Sciences (Physical Sciences) of KUK)
	2
	3
	35
	14
	15
	50
	20

	
	TOTAL
	24
	
	485
	
	215
	700
	280

	4th SEMESTER

	MS-16-41

	ADVANCED WEB TECHNOLOGIES
	4
	3
	75
	30
	25
	100
	40

	MS-16-42
	COMPUTER GRAPHICS

	4
	3
	75
	30
	25
	100
	40

	MS-16-43
	ADVANCED COMPUTER ARCHITECTURE

	4
	3
	75
	30
	25
	100
	40

	MS-16-44
	ELECTIVE
	4
	3
	75
	30
	25
	100
	40

	MS-16-45
	S/W LAB–VII BASED ON MS-16-41
	2.5
	3
	75
	30
	25
	100
	40

	MS-16-46
	S/W LAB-VIII BASED ON MS-16-42
	2.5
	3
	75
	30
	25
	100
	40

	MS-16-47
	SEMINAR
	1
	1/2
	
	
	50
	50
	20

	
	TOTAL
	22
	
	450
	
	200
	650
	260

	
	GRAND TOTAL
	92
	
	1870
	
	830
	2700
	1080

	ELECTIVE: - 

CLOUD COMPUTING

DIGITAL IMAGE PROCESSING

SECURITY IN COMPUTING


Note : Size of Groups for all practicals should not be more than thirty students.

MS-16-31        OBJECT ORIENTED ANALYSIS AND DESIGN USING UML
Maximum marks: 100 (External: 75, Internal: 25)

Time: 3 hours

Credits: 4
Note: Examiner will be required to set NINE questions in all.  Question Number 1 will consist of objective type/short-answer type questions covering the entire syllabus. In addition to question no. 1, the examiner is required to set eight more questions selecting two from each unit. Student will be required to attempt FIVE questions in all. Question Number 1 will be compulsory. In addition to compulsory question, student will have to attempt four more questions selecting one question from each Unit. All questions will carry equal marks.

Objectives: Object Oriented Analysis and Design Using UML course provides instruction and practical experience focusing on the effective use of object -oriented technologies and the judicious use of software modeling as applied to a software development process.
Learning Outcomes:

To understand the fundamental concepts of UML, relationships and diagrams of UML.

To know how UML provides extensible mechanisms

To know how to identify objects, classes, relationships and attributes draw class diagram. 

To learn the concepts of state modeling and draw state diagram

To understand the interaction modeling, use-case modeling and activity modeling.

To know the object oriented analysis and design process.

UNIT – I
UML: Principles of modeling, UML Things – Structural, Behavioral, Grouping, Annotational. Relationships in UML – Dependency, Association, Generalization, Realization. Overview of diagrams in UML – Class diagram, Object diagram, Use-Case diagram, Sequence diagram, Collaboration diagram, Statechart diagram, Activity diagram, Component diagram, Deployment diagram. UML Semantic Rules – Names, Scope, Visibility, Integrity, Execution.  Mechanisms  in  the  UML  –  Specifications,  Adornments,  Common  Divisions,  Extensibility Mechanisms.
UNIT – II
Modeling as a Design Technique: Abstraction, Encapsulation, Modularity, Hierarchy, Typing, Concurrency, Persistence of objects. Purpose of modeling,

Class  Model  –  Object  &  Class,  Links  & Associations,  Generalization  &  Inheritance, Association  Ends  - Multiplicity, Role names, Ordering, Qualification, Aggregation, Link attributes & Link class, Abstract class, Metadata, Constraints. Constructing class diagram.

UNIT – III
State Modeling: Event, State, Activity, Action, Transitions & Conditions, State diagrams, Nested state diagrams, signal generalization, concurrency, relationships between class and state models.

Interaction Modeling: use case models, use case relationships, sequence models, procedural sequence models, activity models, special constructs for activity models.

UNIT – IV
System Analysis & design: System development stages, system conception, analysis, domain class model, domain state model, iterating the analysis.

Application interaction model, application class model, application state model, adding operations

System Design: estimating performance, make a reuse plan, organize the system into subsystem, identifying concurrency,  allocating  subsystems  to  processors  and  tasks,  management  of  data  stores,  handling  global resources,  choosing  software  control  strategies,  handling  boundary  conditions,  setting  trade-off  priorities, selecting an architect style.

Class  Design:  bridging  gap,  realize  use  cases  with  operations,  designing  algorithms,  design  optimization, adjustment of inheritance, organize classes & associations.

Text Books:
Grady Booch, James Rumbaugh, Ivar Jacobson, “The Unified Modeling Language User Guide”,  Pearson education.

M. Blaha, J. Rumbaugh, “Object-Oriented Modeling and Design with UML”,  Pearson Education.

Reference Books:
J. Rumbaugh, M. Blaha, W. Premerlani, F. Eddy, W. Lorensen, “Object-Oriented Modeling and Design”, Prentice Hall of India-1998

Satzinger, Jackson, Burd, “Object-Oriented Analysis & Design with the Unified Process”, Thomson.

Grady Booch, “Object Oriented Analysis & Design”,  Pearson Education.
MS-16-32
ADVANCED DATABASE SYSTEMS
Maximum marks: 100 (External: 75, Internal: 25)

Time: 3 hours

Credits: 4
Note: Examiner will be required to set NINE questions in all.  Question Number 1 will consist of objective type/short-answer type questions covering the entire syllabus. In addition to question no. 1, the examiner is required to set eight more questions selecting two from each unit. Student will be required to attempt FIVE questions in all. Question Number 1 will be compulsory. In addition to compulsory question, student will have to attempt four more questions selecting one question from each Unit. All questions will carry equal marks.

Objectives: The objective of this course is to provide the in- depth coverage of advance topics of the database. It focus on various  concepts of database design like object oriented database, big data and application of advance concepts of database. The contents are helpful to evaluate a business situation along with design and building  database applications.
Learning Objective: At the end of this course students should be able to:

Understand the  various areas of database design.

Understand the concepts of object oriented database and query optimization methods.

Understand the usage of database in different applications viz. Temporal multimedia, spatial database etc

Understand the basic concept of Big database.

Understand the software interoperability, versioning and failure related isssues of big data.
UNIT – I
Database System Concepts and Architecture: Three - Schema Architecture and Data Independence, ER Diagrams, Naming conventions and Design Issues. Relational Model Constraints and Relational Database Schemas, EER model: Subclasses, Super classes, Inheritance, Specialization and Generalization, Constraints and characteristics of specialization and Generalization.
UNIT – II
Object Model: Overview of Object-Oriented concepts, Object identity, Object structure, Type constructors, Encapsulation of operations, Methods, and Persistence, Type hierarchies and Inheritance, Complex objects. Query Processing and Optimization: Using Heuristics in Query Optimization, Semantic Query Optimization, Database Tuning in Relational Systems.
UNIT – III
Databases for Advance Applications: Architecture for parallel database; Distributed database concepts, Data fragmentation, Replication, and allocation techniques, Overview of Client-Server Architecture, Active Database Concept and Triggers, Temporal Databases Concepts, Spatial and Multimedia Databases, Deductive Databases, XML Schema, Documents and Databases
UNIT – IV
Principles of Big Data: Ontologies and Semantics: Classifications, The Simplest of Ontologies, Ontologies, Classes with Multiple Parents, Choosing a Class Model. Data Integration and Software Interoperability Versioning and Compliance Issues, Stepwise Approach to Big Data Analysis, Failures and Legalities.

Text Books:
1. Elmasri and Navathe, “Fundamentals of Database Systems”, Pearson Education.

2. Jules J. Berman, “Principles of Big Data”, Elsevier India.

Reference Books:
1. Date C.J., “An Introduction to Database Systems”, Pearson Education.

2. Hector G.M., Ullman J.D., Widom J., “Database Systems: The Complete Book”, Pearson Education.

3. Silberschatz A., Korth H., Sudarshan S., “Database System Concepts”, McGraw Hill.

MS-16-33
COMPUTER NETWORKS
Maximum marks: 100 (External: 75, Internal: 25)

Time: 3 hours

Credits: 4
Note: Examiner will be required to set NINE questions in all.  Question Number 1 will consist of objective type/short-answer type questions covering the entire syllabus. In addition to question no. 1, the examiner is required to set eight more questions selecting two from each unit. Student will be required to attempt FIVE questions in all. Question Number 1 will be compulsory. In addition to compulsory question, student will have to attempt four more questions selecting one question from each Unit. All questions will carry equal marks.

Objectives: The objective of this course is to provide the in-depth coverage of various concepts of computer networks. Using these concepts students will be able to understand the networking environment in real-world.
Learning Outcomes: At the end of this course students should be able to:

Understand various uses and types of networks.

Understand the concepts of data communication.

Understand the various issues in protocols design.
UNIT – I 
Introduction to Computer Networks and its uses; Network categorization and Hardware; Transmission technologies; Topologies; Network Software: Protocols, Services, Network Architecture, Design issues for the layers, OSI Reference model, TCP/IP Reference model, Comparison of OSI and TCP/IP Models. Introduction to Example Networks: Internet, ISDN, X.25, Frame Relay, ATM.

UNIT – II 
Data Communication Model, Digital and Analog data and signals, Asynchronous and Synchronous transmission; bit rate, baud, bandwidth, Transmission impairment; Channel Capacity; Guided Transmission Media; Wireless transmission; Satellite communication.
Switching; Multiplexing; Spread Spectrum; local loop; Modems and ADSL; Encoding:  NRZ, NRZ-I, Manchester and Differential Manchester encoding; Internet over Cable; ADSL Versus Cable; The Mobile Telephone System; 

UNIT – III 
Data Link Layer Design issues; Framing,  Error Detection and Correction; Flow Control: Sliding Window Protocols; Medium Access Control: Aloha, CSMA protocols, Collision free protocols, Limited Contention Protocols; Wavelength Division Multiple access protocol, Wireless LAN Protocol: MACA; High Speed LANs; Ethernet LAN, Fast Ethernet, Gigabit Ethernet;  Binary Exponential Backoff algorithm; Token Ring and FDDI;  Introduction to Wireless LANs;

UNIT – IV 
Network Layer Design issues , Virtual Circuit and Datagram Subnet, Routing Algorithms: Shortest path Routing, Flooding , Distance Vector Routing, Link State Routing, Hierarchical Routing, Broadcast and Multi Cast Routing, Routing for Mobile hosts;  Congestion Control Algorithms: General Principals; Choke packets, Load Shedding; Traffic Shaping, Leaky bucket, token bucket; IPv4 & IPv6: addressing & frame formats

Transport layer: Connection management; TCP & UDP: frame formats;
Text Books:
Andrew S. Tanenbaum, Computer Networks,  PHI.
Behrouz A Forouzan, Data   Communications   and   Networking , 5th Edition-  Tata Mc-Graw Hill.  
Reference Books:
Michael A. Gallo, William M. Hancock, Computer Communications and Networking Technologies –  CENGAGE learning.
 William Stallings, Data and Computer Communications, 5th Edition – PHI.

MS-16-34 

MOBILE APPLICATION DEVELOPMENT
Maximum marks: 100 (External: 75, Internal: 25)

Time: 3 hours

Credits: 4
Note: Examiner will be required to set NINE questions in all.  Question Number 1 will consist of objective type/short-answer type questions covering the entire syllabus. In addition to question no. 1, the examiner is required to set eight more questions selecting two from each unit. Student will be required to attempt FIVE questions in all. Question Number 1 will be compulsory. In addition to compulsory question, student will have to attempt four more questions selecting one question from each Unit. All questions will carry equal marks.

Objectives:

The objective of this course is to provide the in-depth coverage of various concepts of mobile application development especially android based applications. This course will help the students in learning to develop and publish their own mobile applications.

Learning Outcomes: At the end of this course students should be able to:

Understand the basic concepts of mobile application development.

Design and publish the android applications.
Understand the basic concepts of cross-platform application development.
UNIT – I
Introduction: Mobile Applications, Characteristics and Benefits, Application Models, Mobile devices Profiles. Basics of Android, Importance and scope, Android Architecture, Android Stack, Android Applications Structure, Android Emulator, Android SDK, Overview of Android Studio, Android and File Structure, Android Virtual Device Manager, DDMS, LogCat

Application Design: Memory Management, Design patterns for limited memory, Work flow for Application Development, Techniques for composing Applications, Dynamic Linking, Plug-ins and rules of thumb for using DLLs, Concurrency and Resource Management.
UNIT-II
Google Android: Activities, Intents, Tasks, Services; Callbacks and Override in application, Concurrency, Serialization, Application Signing, API keys for Google Maps.

Android Framework: Fragments and Multi-platform development, Creating Widgets: Layouts, Canvas Drawing, Shadows, Gradients; Applications with multiple screens; Handling database in Android: Android Database class, Using the Database API, Working with Data Storage: Shared preferences, Preferences activity, Files access, SQLite database

UNIT-III
Android Applications: Various life cycles for applications, Building a User Interface: Blank UI, Folding and Unfolding a scalable UI, Making Activity, Fragment, Multiple layouts; Content Provider, Location and Mapping: location based services, Mapping, Google Maps activity, Working with MapView and MapActivity; Playing and Recording of Audio and Video in application; Sensors and Near Field Communication; Native libraries and headers, Building client server applications.
UNIT-IV
Preparing for publishing, Signing and preparing the graphics, Publishing to the Android Market

Other Platforms: Apple iPhone Platform, Introduction to iPhone OS and iOS, UI tool kit interfaces, Event handling and Graphics services, Layer Animation. Overview of Cross-platform application development.

Reference Books: 
Zigurd Mednieks, Laird Dornin, G,Blake Meike and Masumi Nakamura “Programming Android”, O’Reilly Publications.

Pradeep Kothari, “Android Application Development: Black Book”, Wiley India Ltd.
Wei-Meng Lee, “Beginning iPhone SDK Progrmming with Objective-C”, Wiley India Ltd.

James C.S. “Android Application development”, CENGAGE Learning.
Gargenta M., Nakamura M., “Learning Android”, O’Reilly Publications.

MS-16–37

SEMInar
Maximum marks: 50



Time: 1/2 hours

CREDITS: 1
Seminar

Each student shall individually prepare and submit a seminar report within stipulated time. A panel consisting of two teachers (internal) should evaluate the seminar report and the presentation. Marks should be distributed considering report writing, presentation, technical content, depth of knowledge, brevity and references and their participation in seminar. The time allotted for presentation will be 30 minutes.

MS-16-41       ADVANCED WEB TECHNOLOGIES
 Maximum marks: 100 (External: 75, Internal: 25)

Time: 3 hours

Credits: 4
Note: Examiner will be required to set NINE questions in all.  Question Number 1 will consist of objective type/short-answer type questions covering the entire syllabus. In addition to question no. 1, the examiner is required to set eight more questions selecting two from each unit. Student will be required to attempt FIVE questions in all. Question Number 1 will be compulsory. In addition to compulsory question, student will have to attempt four more questions selecting one question from each Unit. All questions will carry equal marks.
Objectives: The objective of this course is to provide the coverage of advanced technologies used in the

design and development of web based applications such as PHP/Java Script/JSP for client-side and server-side programming.

Learning Outcomes: At the end of this course students should be able to:

Design web sites for various requirements.

Design web applications using both client and server side programming.

Understand and apply JavaScript and PHP in depth.

UNIT – I
Introduction: Web browsers and its functions, web optimizations;  Search Engine Optimization, merge multiple JavaScript into one, Static page design; designing static web pages with HTML5.0-HTML basic, multimedia, Graphics, Form tags, CSS 2.0 concept and its properties & CSS 3.0 properties i.e. borders, backgrounds, fonts, text effects, Buffering, Weblog.

UNIT – II
Search engines: Searching techniques used by search engines, keywords, advertisements, Search engine optimization for individual web pages: header entries, tags, selection of URL, alt tags, Search engine optimization for entire website: Hyperlinks and link structure, page rank of Google, click rate, residence time of website, frames, scripts, content management system, cookies, robots, Pitfalls in Optimization: optimization and testing, keyword density, doorway pages, duplicate contents, quick change of topics, broken links, poor readability, rigid layouts, navigation styles.

UNIT – III
JavaScript: Introduction, Obtaining user inputs, memory concepts, Operators, Control Structures, Looping constructs, break, continue statements, Programmer defined functions, Scoping rules, Recursion and iteration, Array declaration and allocation, passing arrays to function, Objects: String, Date, Boolean, Window, document; using cookies, Handling Events Using JavaScript.

UNIT – IV
PHP: Installing and Configuring MySQL and PHP, Basic Security Guidelines, Variables, Data Types, Operators and Expressions, Constants, Flow Control Functions; Switching Flow, Loops, Code Blocks and Browser Output, Objects, Strings Processing, Form processing, Connecting to database, using cookies, dynamic contents.

 

Text Books:
Peter Smith, “Professional Website performance”, Wiley India Pvt. Ltd.

Maro Fischer, “ Website Boosting: Search Engine, Optimization, Usability, Website Marketing”, Firewall Media, New Delhi.

Deitel H.M., Deitel P.J., “Internet & World wide Web: How to program”, Pearson Education.

Reference Books:
Kogent Learning, “Web Technologies: HTML, JavaScript, PHP, Java, JSP, XML, AJAX – Black Book”, Wiley India Pvt. Ltd.

Boronczyk, Naramore, “Beginning PHP, Apache, MySQL Web Development”, Wiley India Pvt. Ltd.
MS-16-42
COMPUTER GRAPHICS
Maximum marks: 100 (External: 75, Internal: 25)

Time: 3 hours

Credits: 4
Note: Examiner will be required to set NINE questions in all.  Question Number 1 will consist of objective type/short-answer type questions covering the entire syllabus. In addition to question no. 1, the examiner is required to set eight more questions selecting two from each unit. Student will be required to attempt FIVE questions in all. Question Number 1 will be compulsory. In addition to compulsory question, student will have to attempt four more questions selecting one question from each Unit. All questions will carry equal marks.
Objectives: The objective of this course is to provide the in-depth coverage of various concepts of computer graphics. The students will be able to understand and use computer graphics in real-world.
Learning Outcomes: At the end of this course students should be able to:
Gain knowledge about graphics hardware devices and software used.

Understand two dimensional and three dimensional creation and manipulation of pictures/objects.

Understand various input techniques and animation techniques used in graphics.
UNIT – I 
Introduction to Computer Graphics and its applications, Components and working of Interactive Graphics;
Video Display Devices:  Raster scan and Random Scan displays, Display Processors; loading frame buffer; Resolution, Aspect Ratio, Refresh CRT, interlacing; Color CRT monitors, Look-up tables, Plasma Panel and LCD monitors, Interactive Input and Output Devices: keyboard, mouse, trackball, joystick, light pen, digitizers; image scanners, Touch Panels; Voice systems; printers, plotters; Graphics Software; Coordinate Representations;
UNIT – II 
Drawing Geometry: Symmetrical and Simple DDA line drawing algorithm, Bresenham’s line Algorithm; Symmetrical DDA for drawing circle, Polynomial method for circle drawing; circle drawing using polar coordinates, Bresenham’s circle drawing;  Generation of ellipse; parametric representation of cubic curves, drawing Bezier curves; 
Filled-Area Primitives: Flood fill algorithm, Boundary fill algorithm, Scan-line polygon fill algorithm
UNIT – III 
2-D Transformations: translation, rotation, scaling, matrix representations and homogeneous coordinates; composite transformations; general pivot point rotation; general fixed point scaling; Shearing; Reflection ; Reflection about an arbitrary line;

2-D Viewing: window, viewport; 2-D viewing transformation, zooming, panning; Clipping operations: point and line clipping, Cohen-Sutherland line clipping, mid-point subdivision line clipping, Liang-Barsky line clipping, Sutherland-Hodgman polygon clipping; Weiler-Atherton polygon Clipping
Pointing and positioning techniques; rubber band technique; dragging;
UNIT – IV 
3-D Graphics: 3-D modeling of objects, 3D transformation matrices for translation, scaling and rotation, parallel projection: Orthographic and oblique projection; perspective projection; Hidden surface removal: Z-buffer, depth-sorting; area subdivision; BSP-Tree method;  Ray casting; 

Shading: Modelling light intensities, Gouraud shading, Phong shading;
Introduction to Animation, Tweening, Morphing, Fractals; 
Text Books:
1. Donald Hearn, M. Pauline Baker, Computer Graphics, Pearson Education.
2. Foley etc., Computer Graphics Principles & Practice, Pearson Education.
Reference Books:
D.P. Mukherjee, Fundamentals of Computer Graphics and Multimedia, PHI.

Newmann & Sproull, Principles of Interactive Computer Graphics, McGraw Hill.

Rogers, Procedural Elements of Computer Graphics, McGraw Hill.

Anirban Mukhopadhyay, Arup Chattopadhyay, Introduction to Computer Graphics and Multimedia, Vikas Publications.

Zhigang Xiang, Roy Plastock, Computer Graphics, Tata McGraw Hill.

Malay K. Pakhira, Computer Graphics, Multimedia and Animation, PHI

MS-16-43         ADVANCED COMPUTER ARCHITECTURE
Maximum marks: 100 (External: 75, Internal: 25)

Time: 3 hours

Credits: 4
Note: Examiner will be required to set NINE questions in all.  Question Number 1 will consist of objective type/short-answer type questions covering the entire syllabus. In addition to question no. 1, the examiner is required to set eight more questions selecting two from each unit. Student will be required to attempt FIVE questions in all. Question Number 1 will be compulsory. In addition to compulsory question, student will have to attempt four more questions selecting one question from each Unit. All questions will carry equal marks.
Objectives: The objective of this course is to learn the fundamental aspects of computer architecture design and analysis. The course focuses on computational models and their relationships with computer architectures, different ways of implementations of instruction level parallelisms and different models of MIMD architectures.
Learning Outcomes:At the end of this course students should:
Know the classes of computers, and new trends and developments in computer architecture

Understand the various techniques to enhance a processors ability to exploit Instruction-level parallelism (ILP), and its challenges.

Understand exploiting ILP using dynamic scheduling, multiple issue, and speculation.

Understand techniques to reduce branch penalties. 

Understand distributed memory MIMD architectures and interconnection networks used in them.

Understand shared memory MIMD architectures and interconnection networks used in them.

Understand symmetric shared-memory architectures and improvements in this architecture.

Understand multiprocessor cache coherence using the directory based and snooping class of protocols and software-based cache coherence protocols.

UNIT – I
Computational Model: Basic computational models, evolution and interpretation of computer architecture, concept of computer architecture as a multilevel hierarchical framework. Classification of parallel architectures, Relationships between programming languages and parallel architectures

Parallel Processing:: Types and levels of parallelism, Instruction Level Parallel (ILP) processors, dependencies between instructions, principle and general structure of pipelines, performance measures of pipeline, pipelined processing of integer,  Boolean,  load and store instructions, VLIW architecture,  Code  Scheduling for  ILP- Processors - Basic block scheduling, loop scheduling, global scheduling

UNIT –II
Superscalar  Processors:  Emergence  of  superscalar  processors,  Tasks  of  superscalar  processing  –  parallel decoding, superscalar instruction issue, shelving, register renaming, parallel execution, preserving sequential consistency of instruction execution and exception processing, comparison of VLIW & superscalar processors Branch Handling: Branch problem, Approaches to branch handling – delayed branching, branch detection and prediction schemes, branch penalties and schemes to reduce them, multiway branches, guarded execution

UNIT –III
MIMD Architectures: Concepts of distributed and shared memory MIMD architectures, UMA, NUMA, CC-NUMA & COMA models, problems of scalable computers.

Direct Interconnection Networks: Linear array, ring, chordal rings, star, tree, 2D mesh, barrel shifter, hypercubes.

UNIT –IV
Dynamic interconnection networks: single shared buses, comparison of bandwidths of locked, pended & split transaction buses, arbiter logics, crossbar, multistage networks – omega, butterfly

Cache coherence problem, hardware based protocols – snoopy cache protocol, directory schemes, hierarchical cache coherence protocols, software based protocols.

Text Books:
1.   Sima, Fountain, Kacsuk, Advanced Computer Architecture, Pearson education, 2006.

2.   D. A. Patterson and J. L. Hennessey, Computer Architecture – A Quantitative Approach, Fifth Edition, Elsevier India.

Reference Books:
1.   Kai Hwang, Advanced Computer Architecture, McGraw Hill.

2.   Nicholas Carter, Computer Architecture, McGraw Hill.

3.   Harry F. Jordan, Gita Alaghband, Fundamentals of Parallel Processing, Pearson Education.
MS-16-44(I)    CLOUD COMPUTING
Maximum marks: 100 (External: 75, Internal: 25)

Time: 3 hours

Credits: 4
Note: Examiner will be required to set NINE questions in all.  Question Number 1 will consist of objective type/short-answer type questions covering the entire syllabus. In addition to question no. 1, the examiner is required to set eight more questions selecting two from each unit. Student will be required to attempt FIVE questions in all. Question Number 1 will be compulsory. In addition to compulsory question, student will have to attempt four more questions selecting one question from each Unit. All questions will carry equal marks.
Objectives: The objective of this course is to provide comprehensive and in-depth knowledge of Cloud Computing concepts, technologies, architecture and applications by introducing and researching state-of-the-art in Cloud Computing fundamental issues, technologies, applications and implementations. Another objective is to expose the students to frontier areas of Cloud Computing while providing sufficient foundations to enable further study and research. 

Learning Outcomes: Completing this course you should be able to 

Articulate the main concepts, key technologies, strengths, and limitations of cloud computing and the possible applications for state-of-the-art cloud computing

Identify the architecture and infrastructure of cloud computing, including SaaS, PaaS, IaaS, public cloud, private cloud, hybrid cloud, etc.

Explain federated and multimedia cloud computing architectures.

Explain the core issues of security, privacy, and interoperability in cloud computing.

Understand SLAs life cycle and management.

Analyze and design applications for clouds using Python language.
                                                                           UNIT – I
Cloud Computing: Definition, roots of clouds, characteristics, Cloud Architecture – public, private, hybrid, community, advantages & disadvantages of Cloud Computing.

Migrating into a Cloud: broad approaches, seven-step model to migrate

Virtualization: benefits & drawbacks of virtualization, virtualization types – operating system virtualization, platform virtualization, storage virtualization, network virtualization, application virtualization, virtualization technologies.

UNIT – II
Cloud  Services  &  Platforms:  Compute  services,  Storage  services  Database  services, Application  Services, Queuing services, E-mail services, Notification services, Media services, Content delivery services, Analytics services, Deployment & management services, Identity & access management services. Case studies of these services.

Federated & Multimedia Cloud Computing: architecture, features of federation types, federation scenarios, layers enhancement of federation; Multimedia Cloud.

UNIT – III
SLA Management in Cloud Computing: traditional approaches to SLA management, types of SLA, life cycle of SLA, SLA management in cloud, automated policy-based management.

Cloud Security: challenges, CSA cloud security architecture, authentication, authorization, identity & access management, data security, auditing.

Legal Issues in Cloud Computing: data privacy and security issues, cloud contracting models.

UNIT – IV
Developing  for  Cloud:  Design  considerations  for  cloud  applications,  reference  architectures  for  cloud applications, cloud application design methodologies, data storage approaches

Python for  Cloud:  Python characteristics,  data types  & data structures,  control  flows,  functions,  modules, packages, file handling, date/time operations, classes, Python web application framework – Django.

Text Books
Arshdeep Bahga, Vijay Madisetti, Cloud Computing – A Hands-on Approach, University Press.

Saurabh Kumar, Cloud Computing, 2nd Edition, Wiley India Pvt. Ltd.

Rajkumar Buyya, James Broberg, Andrzej Goscinski, Cloud Computing – Principles and Paradigms, Wiley India Pvt. Ltd.

Reference Books
Barrie Sosinsky, Cloud Computing Bible, Wiley India Pvt. Ltd.

Michael Miller, Cloud Computing: Web-Based Applications That Change the Way You Work and Collaborate Online, Que Publishing.

Haley Beard,  Cloud  Computing Best  Practices for  Managing and  Measuring Processes for  On-demand Computing, Applications and Data Centers in the Cloud with SLAs, Emereo Pvt Limited.

MS-16-44(II)
DIGITAL IMAGE PROCESSING
Maximum marks: 100 (External: 75, Internal: 25)

Time: 3 hours

Credits: 4
Note: Examiner will be required to set NINE questions in all. Question Number 1 will consist of objective type/short-answer type questions covering the entire syllabus. In addition to question no. 1, the examiner is required to set eight more questions selecting two from each unit. Student will be required to attempt FIVE questions in all. Question Number 1 will be compulsory. In addition to compulsory question, student will have to attempt four more questions selecting one question from each Unit. All questions will carry equal marks.

Objectives: The objective of this course is to provide the in-depth coverage of Digital Image Fundamentals and Processing Techniques. It focuses on transformations and filtering in Spatial Domain and Frequency Domain of images and other concepts like compression, segmentation and object recognition etc.
Learning Outcomes: At the end of this course students should be able to:

Classify Image representations

Apply Image transformation methods

Implement image processing algorithms
Design of object detection and recognition algorithms
UNIT – I
Introduction to Digital Image Processing, Applications of digital image processing, Steps in digital image processing, Components of an Image Processing system, Image sampling and Quantization, Relationships between pixels.

Image Enhancement: Intensity transformations and spatial filtering, Point and Mask based techniques, Histogram processing, Fundamentals of spatial filtering, Smoothing and sharpening spatial filters.
UNIT – II
Filtering in frequency domain: Fourier Series and Transform, Discrete Fourier Transform, Frequency Domain Filtering Fundamentals, Homomorphic Filtering.

Color Image Processing: Color Fundamentals, Color characteristics, Color models, RGB, CYK, CMYK, HIS, YIQ models, Pseudo color image processing, full color image processing, color transformations, Smoothening and sharpening of images.
UNIT – III
Image Restoration: Model of Image Degradation/Restoration process, Noise models, Linear, Inverse filtering, Mean Square Error Restoration.

Image Compression: Fundamentals, Lossless and Lossy Compression, Compression Methods: Huffman Coding, Run-Length Coding, LZW Coding, Arithmetic Coding, Bit-Plane Coding, Predictive Coding, Transform Coding, Wavelet Coding, Compression standards.
UNIT – IV
Image Segmentation: Fundamentals, Point, Line and Edge Detection, Thresholding, Region-Based Segmentation.

Image Representation: Boundary Representation, Chain Codes, Polygonal Approximations, Signatures, Boundary Descriptors, Shape Numbers, Topological Descriptors, Texture, Watermarking, Blending of images.
Text Book:
1. Gonzalez R.C., Woods R.E., “Digital Image Processing”, 3rd Ed., Pearson Education.

2. Jayaraman S., Esakkirajan S., Veerakumar T., “Digital Image Processing”, 3rd Ed., Tata McGraw Hill.

Reference Books:
1. Ganzalez R.C., “Digital Image Processing with MATLAB”, Tata McGraw Hill.

2. Sonka Milan, “Image Processing Analysis and Machine vision”, 4th Ed., Cengage Learning.

3. William K. Pratt, “Digital Image Processing”, 4th Ed., Wiley India Pvt. Ltd.

4. Chanda B., Majumder D. Dutta, “Digital Image Processing and Analysis”, 2nd Ed., PHI Learning.

5. Jain A.K., “Fundamental of Digital Image Processing”, PHI Learning.

6. Annadurai, “Digital Image Processing”, 1st Ed., Pearson Education.

7. Vipula Singh, “Digital Image Processing with MATLAB and LABVIEW”, 1st Ed., Elsevier India.

MS-16-44(III) 

SECURITY IN COMPUTING

Maximum marks: 100 (External: 75, Internal: 25)

Time: 3 hours

Credits: 4
Note: Examiner will be required to set NINE questions in all. Question Number 1 will consist of objective type/short-answer type questions covering the entire syllabus. In addition to question no. 1, the examiner is required to set eight more questions selecting two from each unit. Student will be required to attempt FIVE questions in all. Question Number 1 will be compulsory. In addition to compulsory question, student will have to attempt four more questions selecting one question from each Unit. All questions will carry equal marks.

Objectives: The objective of this course is to provide the coverage of various security parameters and vulnerabilities. This course enables the students to handle various security issues in real-world.
Learning Outcomes: At the end of this course students should be able to:

Evaluate the risks and vulnerabilities.

Design and security analysis of various systems.

Understand the concepts of confidentiality, availability and integrity and analyze these factors in an existing system.
UNIT – I

Computer Security Concepts, Threats, Attacks and Assets, Security Functional Requirements, Security

Architecture and Scope of Computer Security, Computer Security Trends and Strategies. Cryptography: Terminology and Background, Substitution Ciphers, Transpositions, Cryptanalysis,

Program Security: Secure Program, Non-malicious Program Error, Viruses and other Malicious Code, Targeted Malicious Code, Control against Program Threats.

UNIT – II

Database Security: Database Management System, Relational Databases, Database Access Control, Inference, Security Requirements, Reliability and Integrity, Sensitive Data, Database Encryption.

Network Security: Threats in Network, Network Security Controls, Firewall- Need for firewall, Characteristics, Types of firewall, Firewall Basing, Intrusion Detection System- Types, Goals of IDS, IDS strengths and Limitations.

UNIT – III

Internet Security Protocols and Standards: Secure Socket Layer (SSL) and Transport Layer Security (TLS), IPv4 and IPv6 Security, Kerberos 672, X.509 678, Public Key Infrastructure. 

Linux Security Model, File System Security, Linux Vulnerability, Linux System Hardening, Application

Security. Window Security Architecture, Windows Vulnerability, Windows Security Defense, Browser Defenses.

UNIT – IV

Physical Security Threats, Physical Security Prevention and Mitigation Measures, Recovery form Physical

Security Breaches, Security Auditing Architecture, Security Audit Trail, Security Risk assessment, Security Controls or Safeguard, IT Security Plan, Implementation of Controls, Cybercrime and Computer Crime, Intellectual Property, Privacy, Ethical Issues.

Reference Books:

1. Charles. P. Pfleeger & Shari Lawrence Pfleeger, Security in Computing, Pearson Education.

2. William Stalling, Lawrie Brown, “Computer Security Principles and Practice”, Pearson Education.
MS-16–47

SEMInar
Maximum marks: 50



Time: 1/2 hours

CREDITS: 1
Seminar

Each student shall individually prepare and submit a seminar report within stipulated time. A panel consisting of two teachers (internal) should evaluate the seminar report and the presentation. Marks should be distributed considering report writing, presentation, technical content, depth of knowledge, brevity and references and their participation in seminar. The time allotted for presentation will be 30 minutes.

