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Session:2024-25

Part A - Introduction
Name of Pro M.Sc. Statistics
Semester First
Name of the Course Measure and Probability Theory
Course o M24.S -l0l
Course CC-I
Level of the course 400-499

uisite for the course ifPre-

After completing this course, the leamer will
be able to:

Course Leaming utcomes (CLO) o CLO 101.1: Understand the concepts of random
variables, different measures & their properties.

o CLO 101.2: Understand the concept of moment
generating function and characteristic function and
their properties

o CLO 101.3: Apply the results based on various modes
of convergence and their interrelationship.

o CLO 101.4: Describe the advanced techniques o
Probability theory including Laws of large numbers
and Central limit theorem.

Theory Practical TotalCredits

4 0 4
Teaching Hours per week 4 0 4
Intemal Assessment Marks 30 0 30
End Term Exam Marks 70 0 70
Max. Marks 1 0 100
Examination Time 3 hours

Part B-Contents of the Course
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ties : Tchebycheffs, Markov, Holder and Jensen
Borel-Contelli Lemma, Borel 0-1 law, Kolmogorov's 0-l law
Tchebycheffs and Kolmogorov's inequalities, various
convergence: in probability, almost sure, in distribution and in m
square and their interrelationship.
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Internal Assessment: 30 End Term Examination: 70D Theory 30 ) Theory: 70
o Class Participation: 5

on/as uiz/ceminar/prea S tlsenta IS tl lass Ste etctgnmen q l0
o Mid-Term Exam: t5

Written Examination

Part C-Learnin Resources
Recommended Books/e-resourceVlMS :

I Basu, A.K.( 2017).
2. Bhat, B.R. (2014)
3. Taylor, J. C.(1997)
4. Rohatgi,V.K.(1976)

5. Mayer, P.L (1970)

6. Feller, W. (1968)

[\s

\f

: Measure Theory and Probability, pHI Leaming (p\,1. Ltd.)
: Modem Probability Theory, Wiley Eastern Limited
: An Introduction to Measure and Probability, Springer.
: An Introduction to Probability Theory and Mathematical
Statistics, John Wiley & sons.

: Introductory probability and Statistical applications,
Addison wesley.

: Introduction to probability and its applications, Vol.-1, Wiley



Session: 2024-25

Part A - Introduction
Name of Programme

M.Sc. Statistics
Semester First
Name of the Course Statistical Methods and Distribution Theory
Course Co e M24- STA.l
Course T

CC-2
Level ofthe course 400-499

ifPre- foIt r the oc ru S

C
A

ourse Leaming Ou
fter completing this

tcomes (CLO)
corrlse, the leamer will

be able to:

.1: Understand the correlation
regression analysis.
CLO 102.2: Understand the applications
discrete distributions.
CLO 102.3: Understand the applications
continuous distributions.
CLO 102.4: Understand the order statistics
their distribution.

a

a

a

a

o

o

cLo 102

Theorv Total
Credits

4 0 4
hinT ac Hours weekper 4 0 4

Intemal AssesSIn ten MarkS 30 0 30End Term Exam Marks 0 0 70Max . Marks 100 0 100Examination Time 3 hours
Part B-Contents of the Course
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Suggested Evaluation Methods

Internal Assessment: 30 End Term Examination: 70

) Theory 30 F Theorv: 70

o Class Participation: Written Examination
. Seminar/presentation/assignment/qui/class test etc.: l0
o Mid-Term Exam: 15

Part C-Learning Resources
Recommended Books/e-resourceVlMS:

1. Feller, W. (1968)
2. Panen,E. (1992)

3. Meyer, P.L. (1970)

4. Cramer, H.(2004)

: Introduction to probability and its applications, Vol.I, Wiley
: Modem Probability Theory and its Applications, Wiley

Interscience
: Introductory Probability and Statistical Applications, Addison

wesley.
: Random variable and Probability Distribution, Cambridge
University Press.

: Mathematical Statistics , S. Chand & Co.5. Kapur, J.N. &
Sexena H.C. (2010)

6. Herbert A. David &
Haikady
N. Nagaraja (2004)

: Order Statistics, John Wiley & sons.
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Session:2024-25

Part A - Introduction
M.Sc. StatisticsName of the Programme

FirstSemester
Theory of EstimationName of the Course

Course o e

CC.3
400-499er Annexure-ILevel of the course As

. CLO 103.1: Apply various discrete and sontinuous
probability distributions in modeling statistical
processes. Familiar with the fundamental concepts of
random variables as they apply to statistical
inferences.

. CLO 103.2: Understand how sampling distributions
are used in making statistical inferences and familiar
with the fundamental concepts of statistical
inference as they apply to problems found in other
disciplines.

o CLO 103.3: Estimate unknown parameters of a
given probability distribution using various
estimation techniques.

o CLO 103.4: Understand (i) how probability is used

to make statistical inferences, (ii) what inferential
statistics are used for and (iii) know how to perform
point and interval estimation.

After completing this course, the leamer will
be able to:

Course Learning mes (CLO)

Theory Total
44 0

Credits

4 0 4Teac Hours per week
0 3030Internal Assessment Marks
0 7070Term Exam Marks
0 100100Max. Marks

3 hoursExiunlnation Time
Part B-Contents of the Course

The examiner will set 9 questions asking two questions from eac

ual marks.uestion. All uestions will cm ul

o for Pa r- Setter:
leaming

sti sti
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Contact HoursTopics
I Elements of Statistical Inference. Concept of likelihood function. Point

estimation. Concept of consistency, unbiased estimators, correction for
bias, minimum variance estimator, Cramer

- Rao inequality, Minimum Variance-Bound (M.V.B.) estimator,

l5
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M24-STA-103

Course Type

Pre-requisite for the course (ifany)

Practical

I unit



II Sufficient statistic, Neymann factorization theorem sufficiency and
minimum variance. Rao- Blackwell theorem. Lehman Schefe's

theorem. Distributions possessing sufficient statistics. The method of
Least squares, The Least Squares estimator in the linear model,
Optimum properties, Estimation of variance, the normality assumption.

l5

III Methods of estimation : Method of moments, Method of minimum chi-
square aad modified minimum chi-square , Method of maximum
Iikelihood estimators and their properties, sufficiency, consistency of
ML estimators. Hazurbazar's theorem, unique consistent ML
estimators, efficiency and asymptotic normality of ML estimators.

15

IV Interval estimation: Confidence intervals, confidence statements ,
central and non-central intervals , confidence intervals, Most selective
intervals , Fiducial intervals : Fiducial hference in student's
distribution , Problem of two means and its fiducial solution . Exact
confidence intervals based on student's distribution, Approximate
confi dence- intervals solutions. Elementary Bayesian inference: Ideas
of subjective probability, prior and posterior distribution, Bayesian
intervals, Discussion ofthe methods of interval estimation.

t5

Total Contact Hours 60
Suggested Evaluation Methods

Internal Assessment: 30 End Term Examination: 70

F Theory P Theory 70
o Class Participation: 5 Written Examination
o Seminar/presentation/assignment/qui/class test etc. : 10

o Mid-Term Exam: 15

Part C-Learning Resources
Recommended Books/e-resources/LMS :

KendallandStuart(1946):AdvancedTheoryofStatisticsVol.-II,CharlesGriffin
Co .Ltd London.

Rohtagi,V.K. (1976) : Introduction to probability Theory and Mathematical
Statistics (for Numerical and Theoretical Applications),
John Wiley and Sons.

Wald, A. (2013) : Sequential Analysis, Dover publications, INC, New York.
Rao, C.R. (1970) : Advanced Statistical Methods in Biometric

John Wiley &Sons, INC, New York.

I
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Part A - Introduction
Name of Programme
Semester First
Name of the Course Industrial Statistics

Course Code M24- STA -104

Course Type CC.4
Level ofthe course 400-499

Pre-requisite for the course (if any)
Course Leaming Outcomes (CLO)
After completing this course, the leamer will
be able to:

CLO 104.1 : Explain the concepts of Statistical]

Quality Control and Construct appropriate Quality]
Control Charts useful in monitoring a process.

CLO 104.2: Apply various sampling inspection plans]

to real world problems for both theoretical and]

applied research and Assess the ability of a particulal
process to meet customer expectations.
CLO 104.3: Understand to estimate Trend, Seasonal
and Cyclic components of time series.

CLO 104.4: Understand past and future behavior of
phenomena under study and understand how a

product quality can be improved and elimination of
assignable causes of variations.

Credits Theory Practical Total
4 0 4

Teaching Hours per week 4 0 4

Intemal Assessment Marks 30 0 30
End Term Exam Marks 70 0 70
Max. Marks 100 0 100

Examination Time 3 hours

Part B-Contents of the Course
Instructions for Paoer- Setter: The examiner will set 9 questions asking two questions from each
unit and one compulsory question by taking course
compulsory question (Question No. 1) will consi
examinee will be required to attempt 5 questions

Ieaming outcomes (CLOs) into consideration. The
st at least 4 parts covering entire syllabus. The
, selecting one question from each unit and the

compulsory question. All questions will carry equal marks.

Unit Topics Contact Hours
I Objectives of time series analysis, Components of time series,

Measurement of secular trend: Method of mathematical curves (use of
polynomial, logistic, Gompertz and lognormal functions), Method of
moving averages Approximate formula (Spencer's l5-point and 2l-
point formulae); Method of variate- differencing and its use for
estimation of variance of the random component. Measurement of
seasonal fluctuations: Ratio-to moving average method, Ratio{o-trend
method, Method of link relatives.

15

96 {
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II Measurement of cyclical fluctuations: Periodogram analysis. Different
schemes which account for oscillations in a stationary time series,

Concept of serial(auto) correlation and correlogram, Autoregressive
series ,Correlogram of (i) moving average,(ii) an autoregressive series

and (iii) Harmonic series.

15

Il Introduction, Different types of quality measures, Rational sub-groups

and technique of control charts, 3-sigma control limits and probability
limits, control charts for variables (mean and range, mean and standard

deviation), Control chart for number defective and fraction defective,

Control charts for percent defective, Control chart for number of
defects. Two types of control charts. Natural tolerance limits and

specification limits; Modified control limits. Sampling inspection by
attributes: single, double and multiple sampling plans.

l5

IV Sequential sampling inspection plans, comparison of ttuee types of
plans. Sampling inspection by variables: underlying principles,
variables inspection with known and unknown standard deviation.
Cumulative sum control chart (Cusum chart): Advantage, Two-sided
and one -sided decision procedure. The ARL curve: The ARL Curve

for a Shewart chart and for a Cusum chart. Design of a Cusum chart
and V-Mask.

15

ota ontact hou 60
Sussested Evaluation Methods

Internal Assessment: 30 End Term Examination: 70

) Theorv 30 F Theorv: 70

o Class Participation: 5 Written Examination
. Seminar/prese ntation/assignment/quiz/class test etc, : 10

o Mid-Term Exam: 15

Part C-Learning Resources
Recommended Books/e-resources/LMS :

l. Kendall, M.G. (1989)

2. Gupta, S.C. & Kapoor, V.K. (2014)

: Time Series, Griffin London

: Fundamentals of Applied Statistics, Sultan Chand &
Sons.

: The Statistical Basis ofAcceptance Sampling, Asia
Publishing House.

: Fundamentals of Statistics, Vol. II, ed. VI, Word
Press Calcutta M.K. & Dasguptq B.

: Introduction to Statistical Quality Control,
J.Wiley. 1985

: Quality Control and Industrial Statistics, Richard
O.Irwin, Homewood.IL

3. Ekambaram, S.K.,(l963)

5. Montgomery, D.C., ( 1996)

6. Duncan, A.C (1986)

6qt

4. Goon, A.M., Gupt4 (2016)



rtA - tro on
M.Sc. StatisticsName of the Programme

First
Practical- 1 (Calcuiator and SPSS based)Name of the Course

M24- STA -105Course o e

PC-ICourse T
400-499Level of the course

. CLO 105.1: Obtain experience in using SPSS & R
interpret the results of Statistical Analysis.

. CLO 105.2: Test the hypothesis using suitabl
statistical test(s).

o CLO 105.3: Understand to identify whether a proce
in statistical control or not.

. CLO 105.4: Understand to estimate Trend, Seaso

and Cyclic components of time series.

Course Learning Outcomes (CLO)
After completing this course, the leamer will
be able to:

Practical TotalTheory
0 4 4

Credits

0 8Teaching Hours per week
300 30Intemal Assessment Marks

70 700
100 1000Max. Marks

0 4 hoursExamtnation Time
Part B-Contents of the Course

ours
120

ontact

l. Testes of sigaificance based on t-distribution.
(i) Testing the significance of the mean of a random sample from a normal

population.
(ii) Testing the significance of difference between two sample means,
(iii)Testing the significance of an observed correlation coefficient.
(iv)Testing the significance of an observed partial conelation coefficient.
(v) Testing the significance of an observed regression coeffrcient.

2. Tests based on F-distribution.
(i) Testing the significance of the ratio of two independent estimates of the

population variance.
(ii) Testing the homogeneity of means (Analysis of variance).

3 . Testing the significance of the difference between two independent
correlation coefiicients.

4. Testing the significance for
(i) a single proportion
(ii) difference ofproportions for large samples.

5. Testing the significance ofthe difference between means oftwo large

samples.
6. Tesiing the significance of difference between standard deviations of two

6{"
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Semester

Pre-requisite for the course (ifany)

8

End Term Exam Marks

Note: There will be 4 questions, the candidate will be requted to attempt any 3
questions 

Practicars

larqe samples.



7. Fittingofthe
(i) Binomial distribution
(ii) Poisson
(iii) Normal distribution and their test of goodness offit using 12 test.

8. Conelation and regression
(i) Pearson's coefficient of correlation
(ii) Spearman's rank correlation coefficient (with ties and without ties)
(iii) Fitting ofthe lines ofregression.

9. Multiple and partial correlations
(i) Multiple correlation coeffi cients
(ii) Partial correlation coeffrcients
(iii) Fitting ofregression plane for t}ree variates

10. Time series and SQC
(a) To oblain trends by using

(i) Method of Semi-Averages
(ii) Method of curve fitting
(iii) Method of moving average.
(iv) Spencer's 15 - point and 21 point -formulas.

O) To obtain seasonal variation indices by using
(i) Ratio to trend method.
(ii) Ratio to moving average method.
(iii) Link relative method.

(c) To construct
(i) X and R-chart
(ii) p-chart
(iii) c--chart and u-chart and comment on the State of Control ofthe

process.

ntern erm mtna no
Su ested Evaluation Methods

Assessment: 30
30 F Practicum '70D Practicum
5. Class Participation:
10r Seminar/Demonstration/Viva-voce/Lab records etc. :

15

Lab record, Viva-Voce, write-up and
execution of the practical

o Mid-Term Exam:
Part C-Learnine iCbs

.Feller, W. (1968) : Inhoduction to probability ard its applications, Vol. I, Wiley

.Parzen,E. (1992) : Modem Probability Theory and its Applications, Wiley
Interscience

. Meyer, P.L. ( 1 970) : lntroductory Probability and Statistical Applications, Addison
Wesley.

. Kapur, J.N. & : Mathematical Statistics , S. Chand & Co.
Sexena" H.C. (2010)

.Gupt4 S.C. & : Fundamentals of Applied Statistics, Sultan Chand & Sons.

Kapoor, V.K. (2014)
.Goon, A.M., Gupta, (2016) :Fundamentals of Statistics, Vol. II, ed. VI, Word

Press Calcutta M.K. & Dasgupt4 B.
.Montgomery, D.C., (1996) : Introduction to Statistical Quality Control,

omm e-resourc

J.Wil .1985
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SCiiion: 2024-25

Name of the Programme M.Sc.(Statistics)

Semester First

Name of the Course Seminar

Course Code M24- STA - 106

Course TvDe:
(CC/DEC/PC/Seminar/CHIWOEC/EEC) Seminar

Level of the course 400-499

e ourse tearninE0utcomes(C LO)
A-fter completing this course, the leamer
will be able to:

o CLO 106.1: To enhance the critical thinking and
communication skills of students, enabling them
to effectively evaluate, synthesize, and apply
information in academic and professional
contexts.

o CLO 106.2: To enhance the statistical analytic
and interpretation skills of students, enabling
them to effectively apply statistical methods,
analyze dat4 and interpret results in academic
and professional contexts.

Credits
Seminar

2

Teaching Hours per week 2

Max. Marks 50
Intemal Assessment Marks 0

End Term Exam Marks 50

Examination Time t hour

ctions for Examiner: Evaluation of the seminar will be done by the intemal examiner(s)

on the parameters as decided by staff council of the department. There will be no

extemal examination/viva-voce examination.

6 fL-
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